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a b s t r a c t

Although typically interpreted as 2D surfaces, faults are 3D narrow zones of highly and heterogeneously
deformed rocks with petrophysical properties differing from the host rock. Fault zones have been
extensively studied in outcrop, but in the subsurface they are barely explored, mainly because they are at
the limit of seismic resolution and are rarely drilled and cored. We present a 3D synthetic workflow to
assess the potential of seismic data for imaging and characterising fault damage and properties. The
workflow is based on forward modelling techniques. First, we run a 3D discrete element model to
simulate faulting and associated deformation. Then, we use simple relationships to modify the initial
elastic properties of the model based on its volumetric strain. From this reflectivity cube, we apply a ray-
based, pre-stack depth migration simulator. Finally, from the resultant seismic image, we use seismic
attributes to characterise the fault volume. We illustrate the workflow for a large displacement normal
fault in a sandstone-shale sequence for two cases, one with constant fault displacement and another
with linearly variable displacement along strike. Seismic cubes of these models for a homogeneous
overburden and several wave frequencies are generated. High frequencies show the impact of the fault
on the offset and folding of the reflectors. In the variable fault slip model, the fault has less impact as the
displacement decreases, and the fault tipline can be interpreted. We extract the fault geobody using
three combined seismic attributes: dip, semblance and tensor. The geobody for the constant fault
displacement model corresponds to an inner high-deformation area within the fault zone, while in the
variable fault slip model the geobody captures better the entire fault zone. Cross plotting of amplitudes
and strains shows that the geobody contains all range of strains, but almost all high strain values are
within the geobody. This allows a direct comparison between the fault zone identified on the seismic
image and that in the mechanical model.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Although normally interpreted as 2D surfaces in seismic, faults
are 3D narrow zones of highly and heterogeneously deformed rocks
with petrophysical properties differing from the host rock
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et, All�egt. 41, Postboks 7803,
(Faulkner et al., 2010 and references therein). Faults directly impact
reservoir connectivity and their 3D structure and properties are
primary controls on fluid flow. Fault internal structure, however, is
difficult to image in seismic because it is often at the limit of seismic
resolution (Townsend et al., 1998; Dutzer et al., 2010; Long and
Imber, 2011). Faults have high variability in 3D, and specific com-
binations of lithology, fault displacement and fault related defor-
mation result in different seismic signature, which prevents any
generalisation. We lack tools to predict fault variability and
correctly represent faults in reservoir models (Manzocchi et al.,
2010).

3D fault architecture is hardly taken into account during seismic
interpretation. Most seismic interpretation studies target the
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recognition of fault networks. Few studies investigate the potential
of seismic data to characterise fault zone architecture and proper-
ties. Townsend et al. (1998) use seismic amplitude anomalies to
detect small scale faulting. Cohen et al. (2006) transform seismic
data using a coherence attribute for automatic extraction of fault
surfaces. Dutzer et al. (2010) use volume attributes to determine
fault internal structure and transmissibility. Long and Imber (2010)
analyse fault related deformation using an apparent dip attribute.
Hale (2013) estimates fault throws on extracted fault surfaces using
image-processing methods. Botter et al. (2014) look at the response
of seismic amplitude to normal faulting in 2D synthetic seismic
models. Iacopini et al. (2016) use seismic attributes and image-
processing methods to determine “seismic facies” within fault
zones. These studies highlight the potential of seismic for fault
structure and property interpretation.

Attributes such as azimuth, dip, curvature, semblance, tensor
and eigenstructures, or structurally oriented filters, can be used to
enhance fault detection and interpretation (e.g. Bahorich and
Farmer, 1995; Gersztenkorn and Marfurt, 1999; Chopra et al.,
2000; Jackson and Kane, 2012). Seismic expression of faults, how-
ever, varies considerably evenwithin the same seismic cube, which
leads to the use of workflows consisting of several attributes in
order to get optimum results. Dutzer et al. (2010) divide the fault
zone into inner and outer zones, and use semblance, dip and tensor
attributes for the inner zone, and structurally oriented curvature for
the outer zone. They evaluate lateral thickness and changes in one
selected seismic attribute response. This workflow leads to a better
mapping of fault damage zones including those at the limit of
seismic resolution. Iacopini and Butler (2011) and Iacopini et al.
(2012) present a visualisation workflow for deep-water fold and
thrust belts. They use opacity, structurally oriented filters and
volume attributes such as semblance, curvature and spectral
decomposition, together with visualisation methods such as vol-
ume rendering and blending techniques to improve image quality
of thrusts and their associated deformation from post-stack seismic
data. Iacopini et al. (2016) resolve the seismic expression of fault
damage by combining tensor, semblance and instantaneous phase
attributes. Using image analysis techniques and cross-plots of
seismic attributes, they discriminate the seismic expression of fault
damage from seismic noise and define unsupervised seismic facies
from the fault zone.

Working with 3D seismic data is challenging. For typical depths
of investigation of 2e4 km, seismic will hardly capture vertical
features less than 12e25 m. Horizontal resolution in migrated
seismic data is highly dependent on many factors, including noise,
and it is mostly lower or at best equal to vertical resolution. Hori-
zontal uncertainties are higher than vertical uncertainties, often by
a factor of 2 (Sheriff and Geldart, 1995). Thin beds and fault zones
can therefore interfere and not be well represented in seismic im-
ages. Noise is often present in seismic data, due to the acquisition
techniques and the complex 3D structures encountered. Moreover,
when the seismic data are handed to the interpreter, several pro-
cessing steps have been applied, which might have influenced the
final seismic image. All these factors have to be taken into consid-
eration in order to obtain a correct representation of the faults and
their associated deformation. The interpreter will combine cross-
lines, in-lines and time slices to extract fault architecture using
the offset and distortion (e.g. departure from regional dip) of
reflector surfaces. Display and seismic attributes will help to
enhance structural details. However, this is a laborious and highly
subjective process. On the other hand, one may use automated
software-based techniques to analyse and compare each seismic
trace throughout the complete seismic volume, and ultimately
display and extract the fault volume in 3D (Cohen et al., 2006;
Dutzer et al., 2010; Iacopini and Butler, 2011; Iacopini et al., 2012,
2016; Hale, 2013). However, one cannot fully rely on these tech-
niques. An independent evaluation on the influence of all involved
parameters is needed to fine-tune the mapping and obtain an ac-
curate and realistic fault zone structure.

Besides obtaining a fault damage volume, the ultimate purpose
of seismic fault characterisation is to retrieve the rock properties
associated to the fault zones and their relative variation with
respect to those of the host rock. Can the seismic data provide
enough information to do this? A common approach is to tie the
seismic with well data in order to associate a specific seismic
response to a range of rock properties. However, well drillers avoid
faults and coring of fault zones is very rare. Several studies combine
well and core data with seismic in order to improve the subsurface
interpretation of faults. Hesthammer and Fossen (1997) combine
attributes analyses on seismic data to the many well log and core
data available in the Gullfaks field area to separate fault features
from coherent noise. Faults with a throw of a meter-scale that can
be identified in core data are also visible on well log correlation
because of a scarce amount of fractures outside of the fault zones.
Aarland and Skjerven (1998) describe an exceptional case
combining seismic and core data to characterise a fault zone in the
North Sea. They observe that fault zone thickness is controlled by
parameters such as lithology and stress fields. Koledoye et al.
(2003) apply a conceptual model to decompose the seismic
expression of a large resolvable normal fault into segments to
quantify shale smearing between each segment, and the use of well
log data makes it possible to identify shale layers less than 10 m
thick. Færseth et al. (2007) present some examples of fault seal
prediction combining seismic data and fault cores from the North
Sea to determine fault architecture and shale smearing.While these
studies highlight the necessity of combining well log and core data
with seismic in order to interpret features below seismic resolution,
we cannot generalise or entirely predict fault sealing from these
particular, relatively few cases.

The main purpose of this paper is to describe a synthetic
workflow for the characterisation of faults and their related
deformation as volumes in 3D seismic data (Fig. 1). This workflow is
based on 3D geomechanical modelling of faulting using a discrete
element method (DEM; e.g. Carmona et al., 2010, Fig. 1a), simple
relationships to modify the model's initial acoustic properties ac-
cording to finite strain (Botter et al., 2014, Fig. 1b), a ray-based pre-
stack depth migration (PSDM) simulator (Lecomte, 2008; Lecomte
et al., 2015, Fig. 1c), and a fault volume characterisation technique
based on seismic attributes (e.g. Cohen et al., 2006: Chopra and
Marfurt, 2007; Iacopini and Butler, 2011; Iacopini et al., 2012,
2016; Hale, 2013, Fig. 1d and e). This is a continuation of our
work in 2D (Botter et al., 2014), now implemented in 3D, with the
additional use of seismic attributes to extract the fault zone vol-
umes (Fig. 1d). Since the fault geometry and finite strain are known
in the mechanical model, we can use the workflow to evaluate the
performance of the seismic attributes analysis to image the fault
zone and its internal structure (Fig. 1e). We apply the workflow to a
3D large displacement (100 m throw) normal fault in an interlay-
ered sandstone-shale sequence for two situations, one with con-
stant fault displacement and another with linearly variable
displacement along strike. The secondmodel allows us to study the
variation of fault structure along strike and the performance of
seismic on defining the fault tipline. Fault zones in extensional
settings have a large range of geometries and associated fault
damage. In this paper, we target fault damage that can be observed
on seismic data, therefore at scale above seismic resolution. The
fault models obtained with our DEM are at seismic scale and
reservoir depths conditions, but they are also subjected to
computing restrictions that limit the minimum size of particles and
result in a large width of the fault zone. Therefore, the models



Fig. 1. Workflow of this study: (a) DEM modelling, (b) Change of elastic properties due to volumetric strain in DEM, (c) PSDM simulation on reflectivity grid, (d) Attribute-based
geobody extraction, and (e) Correlation between seismic amplitude and finite strain.
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simulate mainly fault-propagation folding (e.g., Withjack et al.,
1990; Ferrill et al., 2005, 2007; Lewis et al., 2015), with a
maximum fault throw at the base of the model and a wider fault
zone and associated folding towards the top (Fig. 1b). Overall, our
methodology provides better ways to understand the impact of
faulting and fault damage on seismic, which leads to the develop-
ment of better methods for seismic characterisation of faults.

2. Methodology

Our methodology is divided in two steps: 1. Forward modelling,
consisting of DEM mechanical modelling, change of acoustic
properties due to finite strain, and seismic modelling (Fig. 1aec),
and 2. Seismic-attribute based identification and interpretation
(Fig. 1dee).

2.1. Modelling techniques

2.1.1. Mechanical modelling
The DEM is a discontinuum method used to simulate the dy-

namic evolution of a system of discrete elements or particles under
applied forces and displacement boundary conditions. As any
modelling technique, the DEM presents advantages and disadvan-
tages for its application to geological problems (Gray et al., 2014).
The main advantage is that the method is capable of realistically
and naturally model large deformations, fracturing, and fault
development. The disadvantage is that because of computational
limitations, which restrict the number of particles in the model,
particles sizes in km scale simulations are in the order of meters,
which prevents this large size models to capture the intricate me-
chanics at the granular scale. In addition, there are no rules for
relating the particle properties to the bulk behaviour of the particle
assemblage, such that a trial and error calibration is needed. One
may believe that amodel that replicates bulk behaviour, but not the
physics at the smaller granular scale is not useful (it is certainly not
correct). However, the same line of reasoning would render scale
models such as sandbox experiments useless. Like the grains in a
meter size sandbox experiment of km size faulting do not represent
the grains of the sedimentary rocks being modelled, nor do the
particles of the DEM represent sedimentary grains. Both the scale
sandbox experiment and the DEM intend to simulate bulk, at the
smallest, meter scale strain. It is within this context that we use the
DEM and its results.

The specific DEM formulation used here is based on the lattice
solid model of Mora and Place (1993), further developed by Hardy
and Finch (2005, 2006), and Hardy et al. (2009). The rock mass is
treated as an assemblage of spherical particles in 3D (Fig. 2a). These
particles have a given radius and density. They interact with elastic,
frictional and gravitational forces. Faulting is induced by a
displacement discontinuity at the base of the model, which induces
faulting and folding of the sequence above (Fig. 2b). This kind of
deformation is common in extensional fault systems (possibly at
their early stage), where synthetic layer dips (Ferrill et al., 2005) or
strong dip gradients (Long and Imber, 2010) adjacent to the faults
are observed. Similar 2D DEM simulations have been previously run
at small or large scales. Abe et al. (2011) looked at the formation of
normal faults in a brittle-cohesive material above a basement fault
for cm-scale models using bonded particles. Particle packing,
location and style of faulting, and cohesion control the develop-
ment of the faults. Finch et al. (2004) used a DEM with bonded
particles for modelling extensional fault-propagation folding above
rigid basement fault blocks in multilayer sequences at km-scale.
The monocline and zone of deformation widths are controlled by
the fault dip, the competence, and layered anisotropy of the rock



Fig. 2. 3D DEM models. (a) Initial assemblage before deformation, the grey arrows are the overburden tractions. (b) The model after 100 m fault displacement. Close up shows the
redistribution of the overburden particles.
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material. Sch€opfer et al. (2007) looked at the growth of normal
faults in multilayers m-scale sequences, using layers of bonded and
unbonded particles to represent different competence of the layers.
They observed changes of fault dip due to the strength (both tensile
and compressive) of the layers, and that the fault width increases
with fault displacement. Our DEM generates a realistic distribution
of fault damage, including a wide fault zone and forced folding
above a breaching fault in the deepest part of the model. Fault
damage is above seismic resolution and can be modelled and
interpreted on seismic.

In our DEM, at each time step, the total forces applied to a
particle by its neighbours are used to compute its displacement.
The particles are moved to their new positions by integrating their
equations of motion using Newtonian physics and a Verlet nu-
merical velocity scheme (Mora and Place, 1993). The particle
assemblage is subjected only to elastic, gravitational and frictional
forces, which results in the assemblage having no tensile strength
and a purely frictional behaviour (Belheine et al., 2009; Botter et al.,
2014). This is a reasonable behaviour for a km-scale, brittle upper
crust full of discontinuities and at the verge of failure (Zoback,
2010). Compared to 2D, 3D modelling implies calculations in one
extra dimension for each particle at each time step. This results in
longer times of computation and restricts the minimum diameter
of the particles to tens of meters for an assemblage at km-scale
(Fig. 2). To bring the assemblage to reservoir depth, we apply an
overburden traction at the top (Fig. 2). This traction should be
updated every few time-steps such that it is always normal to the
upper surface of the model (e.g., Botter et al., 2014). In 3D, this is
difficult to implement and would drastically slow down the
computation. To obtain results in a reasonable time, the overburden
traction is applied vertically at the beginning of the simulation
(Fig. 2a) and it is not updated afterwards. Fig. 2b shows the results
after faulting. Although there is not a uniform distribution of the
overburden tractions at the end of the simulation, faulting and
associated folding in the assemblage are realistic.

As said before, one of the main challenges of the DEM is the
calibration of the assemblage to make it behave as a real sedi-
mentary rock at a few kilometres depth. While in 2D, biaxial and
collapse simulations can be run to determine the bulk mechanical
properties of the assemblage (Botter et al., 2014), we do not have
this capability in our DEM in 3D. Several studies describe numerical
tests to define the bulk mechanical properties of DEM assemblages
in 3D (Cheung and O'Sullivan, 2008; Belheine et al., 2009; Sch€opfer
et al., 2009, 2013; Cil and Alshibli, 2014), although these studies are
at a smaller laboratory scale (cm to dm sample size). In order to
obtain a reasonable mechanical behaviour of the assemblage at low
cost and computational time, we studied the overall bulk behaviour
of a homogeneous assemblage under boundary conditions similar
to those of Fig. 2. We use two homogeneous assemblages that are
intended to simulate competent (sandstone) and incompetent
(shale) materials (Fig. 3). The dimensions of the assemblages are
1.45� 1.45� 0.45 km. The assemblages consist of 150 000 particles
of four radii from 7.5 to 12.5 m and with properties as specified in
Table 1. The main parameter controlling the behaviour of the as-
semblages is the interparticle friction (Table 1). A vertical traction of
25MPa is applied at the top of the model, corresponding to ~1.5 km
sedimentary overburden, and a displacement boundary condition
corresponding to a 65� dipping normal fault is imposed at the base
of the model (Fig. 3). Fig. 3 shows cross sections of the simulations
after 100 m fault displacement. The sandstone type assemblage
shows a fault dip of 75� (Fig. 3 left column). The shale type
assemblage presents a lower fault dip of ~55� and wider fault
damage. These values are consistent with the properties (e.g. fric-
tion angle) of sandstone and shale (Zoback, 2010; Horsrud et al.,
1998). We use these simulated sandstone and shale materials
(Table 1) in Section 3.

2.1.2. Changes of properties
Faulting involves large and permanent strains. Few studies

discuss the impact of large strains on seismic properties: in the
laboratory at relatively low strains (Holt et al., 2008; Skurtveit et al.,
2013), in samples of fault outcrops (Sigernes et al., 2002; Jeanne
et al., 2012; Healy et al., 2014), and at a petroleum field scale
(Hatchell and Bourne, 2005). Although these studies encompass a
large range of lithologies, scales and deformation processes; they
broadly illustrate how volumetric strain impact seismic velocities:
compaction decreases porosity, thereby increasing density and
seismic velocities, while dilation have the opposite effect. All the



Fig. 3. Calibration of the sandstone type (left) and shale type (right) materials by measuring the fault dip in homogeneous assemblages of different interparticle friction (Table 1). (a)
Geometry of a cross section after 100 m fault displacement. The layers are for visual purposes. (b) Shear strain and average dip of fault zone.

Table 1
Particles properties for the sandstone and shale type assemblages.

Input parameters: Radii (m) Density (kg/m3) Stiffness (GPa) Friction

Sandstone 7.5e12.5 2500 166 0.40
Shale 7.5e12.5 2500 166 0.05

Fig. 4. Assumed change of porosity f and P-wave velocity Vp with volumetric strain εv.
fini and VPini are porosity and P-wave velocity before faulting.

Table 2
Acoustic properties assumed for the undeformed sandstone and shale materials.

Fini rg (kg/m3) rtot ini (kg/m3) VPini (km/s) VSini (km/s)

Sandstone 0.15 2650 2402.5 4 2.389
Shale 0.3 2700 2190 2 0.801
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studies show a negative correlation between porosity and seismic
velocity. However, there is no simple correlation between fault
deformation, porosity, and seismic velocities. Data from Sigernes
et al. (2002) on siliclastics and Jeanne et al. (2012) on carbonates
show large variability in density and P-wave velocities in fault
zones. Healy et al. (2014) show that in Oligocene-Miocene car-
bonates of the Mediterranean islands of Malta and Gozo, the facies
of the host rock plays amajor role in controlling these relationships,
and the inner fault cores show lower porosity than the outer
damage zones, supporting a negative correlation between fault
deformation and seismic velocity. These measurements show a
variation in wave velocity up to 50% in samples from fault zones.
However, they may not only be due to faulting, but also to het-
erogeneities in the protolith and the fact that laboratory mea-
surements from core samples can overestimate the values from the
rocks in situ (Nes et al., 2000; Holt et al., 2008). Another problem is
that our mechanical model provides bulk, meter size strain, which
cannot be directly related to a smaller scale property such as
porosity. In fact, the volumetric strains of ourmodels (Section 3) are
very large, and if they were directly converted to porosity, they
would give nonsensical values. Volumetric strains in our DEM
should be interpreted instead as the result of lower scale meso-
scopic deformation: e.g. faulting, folding, joints, veins and cleavage
development. Finally, there is the challenge of upscaling the rock
properties to the typical low frequencies (20e40 Hz) and large
wavelengths (10e100 m) of seismic data.

Given all these complexities, we estimate that a maximum
change of properties due to faulting of ± 25% is a reasonable value
for our model scales and depths. We use in this study a simple,
empirical relationship between volumetric strain, porosity and
seismic velocity before and after faulting as described in Fig. 4 and
similar to our previous work (Botter et al., 2014). This is a first order,
probably inaccurate, approximation to the problem, but it allows us
to compute in a reasonable manner the changes of rock properties
due to large finite strain. Porosity, density, and seismic velocities
are initially assigned to the sandstone and shale rock materials in
the DEM before faulting (Table 2). These values are averages from
the literature, for sandstone (Hoek and Brown, 1997; Mavko et al.,
2009), and shale (Horsrud et al., 1998; Nygård et al., 2006),
adapted to the scale and depth of the simulations.We use a nearest-
neighbour routine (Cardozo and Allmendinger, 2009) to compute
strain from the particle displacements in the DEM. After faulting,
we relate the impact of volumetric strain on porosity with a linear
relation (Fig. 4):

f ¼ finið0:25εv þ 1Þ; � 1 � εv � 1 (1)

where f is porosity, fini is initial porosity and εv is volumetric strain.
Although simplistic, a linear relation between volumetric strain and
porosity can be considered as an acceptable approximation. Rock
density r is then computed from porosity assuming water-
saturated conditions:

r ¼ rgð1� fÞ þ rwf (2)

where rg and rw are grain and fluid densities respectively. P-wave
velocity, VP, follows a sigmoidal relation (Fig. 4):
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VP ¼
�VPini

�
� 0:25ε2v � 0:5εv þ 1

�
; �1 � εv <0 compactionð Þ

VPini

�
þ 0:25ε2v � 0:5εv þ 1

�
; 0 � εv <1 dilationð Þ

(3)

where VPini is the initial P-wave velocity. A sigmoidal shape results
in larger changes in velocities at smaller strains than at larger
strains. This is consistent with laboratory measurements showing
very large VP changes at small strains (Holt et al., 2008; Skurtveit
et al., 2013) and our hypothesis of maximum relative changes of
±25%.Changes in VS are directly related to changes in VP through
the Han's equation (Han, 1986) based on measurement from
Sigernes et al. (2002) and Healy et al. (2014) showing a linear
correlation between VP and VS.
2.1.3. Seismic modelling
Seismic imaging simulation is used to assess the impact of

faulting on the resulting seismic image. The technique we use is a
3D pre-stack depth migration (PSDM) simulator (Lecomte, 2008;
Lecomte and Kaschwich, 2008; Lecomte et al., 2015). This simu-
lator acts as an image-processing method by distorting an input
reflectivity grid to reproduce the effects of seismic imaging in PSDM
mode (Fig. 5). The method properly handles diffracted energy and
not only reflected one (Kaschwich et al., 2011), as opposed to 1D
convolution. The PSDM simulator also works in the pre-stack
domain and in depth, and correctly handles 3D effects in resolu-
tion and illumination as function of various parameters such as
velocity model, survey geometry and wavelet. The method has
been applied to faults and folds (Botter et al., 2014; Mascolo et al.,
2015; Wood et al., 2015; Lecomte et al., 2015, 2016).

A complete description of this technique is given in Lecomte
(2008). The structural input to the PSDM simulator is an incident-
angle dependent reflectivity cube (Fig. 5a), which is obtained
from the elastic properties of the model, i.e., density, P- and S-wave
velocities. This volume is processed using ray-based modelling
results (a calculation of the so-called illumination vectors;
Gjøystdal et al., 2007; Lecomte, 2008) in the wavenumber domain
in order to produce PSDM filters (Fig. 5b). These filters are depen-
dent on factors such as survey geometry, wave frequency, direction
and length of illumination vectors, and wave type. The PSDM filters
are multiplied in the wavenumber domain to the reflectivity grid
converted by FFT. A FFT�1 to this product gives the final simulated
seismic image in the spatial domain (Fig. 5c). The conversion of the
PSDM filters to the spatial domain gives point-spread functions
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Fig. 5. Illustration of the PSDM simulator. (a) Input reflectivity grid in the spatial domain
Calculation of PSDM filter (colour scale corresponding to a normalized spectrum amplitude)
to the input reflectivity in the wavenumber domain, plus inverse FFT (FFT�1) on the result t
spread function or PSF with the input reflectivity. The wavelet with its polarity is displayed
(PSFs), which are the image response of point scatterers (Fig. 5d).
An equivalent process to the multiplication in the wavenumber
domain is the convolution of the PSFs to the input reflectivity cube
in the spatial domain in order to obtain the final seismic image
(Fig. 5ced). Compared to our previous study in 2D (Botter et al.,
2014), the influence of the survey geometry (i.e. position of the
streamers) is more significant in our 3D simulations. The over-
burden plays also a more important role in the final image, by
influencing 3D wave propagation. All these effects are taken into
account in the PSDM simulator. Being ray-based, robust and fast,
the simulator allows efficient and near-interactive sensitivity ana-
lyses of these seismic parameters (Drottning et al., 2009).

2.2. Seismic interpretation

Once the seismic image of the fault model is obtained, the next
step is to analyse and interpret the information. While in 2Dwe can
use manual extraction techniques such as extracting seismic
amplitude along a reflector and compare it to the corresponding
elastic properties (Botter et al., 2014), this kind of analysis in 3D is
implausible. Automated seismic attribute techniques can overcome
this problem. The user can select adapted seismic attributes for best
imaging the fault, and combine them in order to extract a fault
geobody, allowing further analyses.

2.2.1. Seismic attributes
Seismic attribute mapping identifies variations in the amplitude

and phase of the seismic wavelet and tracks these through the
seismic cube. In general, seismic attributes applied to 3D post-stack
seismic volumes improve the interpretation (e.g., Cohen et al.,
2006; Chopra and Marfurt, 2007; Hale, 2013). For fault characteri-
sation, several types of attributes can be considered. The first type
deals with the orientation of seismic reflectors, and includes the
dip, azimuth and tensor attributes (Hesthammer and Fossen, 1997;
Jackson and Kane, 2012; Chopra and Marfurt, 2005, 2007 and ref-
erences therein). Dip and azimuth are respectively the angle below
the horizontal and the azimuth of a vector along the reflector's dip
direction. These are calculated at each point (voxel) in the seismic
volume, based on themaximum apparent dip (i.e. true dip) within a
local volume around the point. The calculations use structural
tensor techniques (e.g., Allmendinger et al., 2012). The azimuth
units are degrees or radians, and the dip units are degrees or ra-
dians for seismic in depth. The tensor attribute is based on a
structurally oriented tensor. The algorithm produces a symmetric
tensor whose principal axes define the local reflector's orientation
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(Gersztenkorn and Marfurt, 1999). The attribute is a combination of
the three eigenvalues of the tensor and identifies reflector
discontinuity.

A second type of attribute deals with the continuity of seismic
reflectors, mainly through the study of disturbance and incoher-
encies. The semblance attribute represents a measure of the
coherence, i.e. similarity of traces within the seismic cube, to
identify abrupt mismatches in amplitude along the reflectors
(Bahorich and Farmer, 1995). Semblance is calculated along the
seismic trace direction for a given number of traces. We use a
structurally oriented semblance (SOS) algorithm as described in
Iacopini and Butler (2011) and Iacopini et al. (2012, 2016). This al-
gorithm is a further improvement of standard coherency and
semblance multi-trace correlation calculations (Marfurt et al.,
1998). SOS adapts to the local reflector's orientation to ensure
that the semblance measure is taken perpendicular to the reflector,
also extending the cross-correlation of traces beyond three adja-
cent traces (Sheriff, 1991; Marfurt and Chopra, 2007; Chopra and
Marfurt, 2009). The algorithm accurately analyses structural and
stratigraphic features over the entire volume, identifying subtle
features that are not represented by peaks, troughs or zero cross-
ings. The scale of the window of observation needs to be chosen by
the user in order to capture details across the fault. These
semblance techniques have beenwidely used for identifying subtle
variations in seismic character, such as small faults (e.g., Marfurt
et al., 1999; Chopra et al., 2000; Chopra and Marfurt, 2009). We
use these two classes of attributes for fault interpretation. However,
according to the situation, using only one attribute at a time can
give an inaccurate mapping of the fault. To improve the fault
interpretation, we combine the seismic attributes, getting a stron-
ger definition of the fault zone (Purves and Basford, 2011).

2.2.2. Noise cancelation
Before starting the attribute analysis the seismic data need to be

pre-conditioned in order to improve their quality or noise to signal
ratio. In our workflow this stage is not essential as we work only
with synthetic data, where the only noise is due to the migration
generated by imperfect PSFs due to survey effects. Nevertheless, we
carried out this step to remove the noise associated to the spherical
particles boundaries in the DEM. To do so, we apply noise cancel-
ation, especially removing coherent and random noise through two
separatedmethods. The first method removes coherent noise in the
image while at the same time preserving subtle details like edges,
corners and sharp dip changes (Weickert, 1998; Marfurt et al.,
1998). A structurally oriented noise filter is applied. This retains
much more detail than non-structurally oriented smoothing tech-
niques, as it uses dip and azimuth volumes to steer the smoothing.
The secondmethod uses an edge preserving diffusion filter in order
to remove random noise and improve reflector continuity
(Weickert, 1998; H€ocker and Fehmers, 2002; Fehmers and H€ocker,
2003). A tensor-based representation is used, implicitly allowing
diffusion to be restricted within the local surface of the seismic
reflector and not across it. The reflector dip is automatically
calculated as part of the filtering operation; therefore pre-
computed dip and azimuth attributes are not required for steer-
ing the filter. The diffusion tensor has a coherence-preserving
behaviour, which tends to preserve and in some cases reinforce
reflector offsets. The main reflectors are enhanced and smoothed as
well.

2.2.3. Fault volume extraction
Once an improved “fault” cube has been obtained by noise

cancellation and seismic attribute analyses, the next step is the
extraction of the fault volume or fault geobody. To enhance the fault
location and extent, a fault enhancement filter is applied to the
combined seismic attribute cube in order to improve the continuity
along faults. The dimensions of the filter depend on the scale of the
studied fault. The larger the dimensions, the broader the targeted
fault zone. This filter is only a support for the next fault detection
filter that turns the potential faults into fault planes. The fault
detection filter applies a ridge detection algorithm laterally to
identify potential faults and extract them as single voxel thick fault
planes. The output volume shows the fault planes with a confi-
dence factor printed on each voxel according to the input fault
enhancement volume.

A geobody or 3D fault volume is then extracted, based on the
fault skeleton and the combined seismic attribute cube. The geo-
body is based on a representation in which each voxel is “aware” of
the data in its vicinity (Henderson, 2012). Starting with the seed
voxels on the fault plane, the geobody is created by a growing
process that adds new voxels to the volume. To be accepted into the
geobody volume, a voxel needs to answer two criteria: 1. it must be
a neighbour of any existing voxel of the geobody, and 2. the value of
the attribute at that voxel needs to be greater than the local mean.
An additional threshold limit can be added by the user to influence
the growth of the geobody relative to the local statistics at each
voxel.

Once the fault volume is collected, further steps can be applied
for both qualitative and quantitative interpretation. For qualitative
analyses, two techniques can be used (e.g. Iacopini and Butler,
2011): the first is to display the geobody back in the input data
(seismic cube or elastic properties cubes) using only its contours or
the full volume, in order to estimate the accuracy of the extraction
process. A second way is to directly plot the input data in the 3D
fault geobody. Quantitative interpretation can be done by con-
verting the number of voxels in the geobody into metric units to
give a gross rock volume value. It is then possible to compare the
geobody volume to the fault volume extracted from the input
properties cubes or run correlation studies.

3. Results

We apply the workflow to a DEM representing a
1.45 � 1.45 � 0.45 km interbedded competent sandstone-
incompetent shale sequence (shale layers are ~100 m thick;
Fig. 2a). A north striking, 65� dipping normal fault is imposed at the
base of the model, and an overburden traction of 25 MPa (~1.5 km
depth) is applied at the top (Fig. 2a). The assemblage is composed of
150 000 particles with properties as described in Table 1. Starting
with this initial model, two situations were studied: one in which
the fault has constant displacement and another in which the fault
displacement varies linearly from zero to a maximum along strike.

3.1. Constant fault displacement model

3.1.1. Mechanical modelling and property changes
Fig. 6 presents three east-west sections across the model after

100 m of fault displacement. These sections display the model ge-
ometry, shear strain, volumetric strain, and resultant changes of
density and VP or VS (Fig. 6). The overall structure of the fault zone is
similar along strike. Synthetic fault dips (Ferrill et al., 2005) develop
adjacent to the fault. There is more faulting and thinning of the
lower layers than of the upper ones (Fig. 6). The shear strain is
higher and more localised at the base of the model, and the fault
zone widens upwards displaying a monocline in the upper layers,
similar toWithjack et al. (1990), Finch et al. (2004), and Ferrill et al.
(2005, 2012). There are both dilation and compaction in the fault
zone, with corresponding changes in density and seismic velocity
(Fig. 6). Relative to the sandstone layers, the shale layers experi-
ment more compaction and density increase, but less increase in



Fig. 6. East-west cross sections through the 100 m fault displacement model at (a) y ¼ 1025, (b) y ¼ 750 and (c) y ¼ 375 m. First column is geometry, Ss ¼ sandstone and Sh ¼ shale
layers, second column is shear strain, third column is volumetric strain, fourth and last columns are respectively the changes in density and in VP and VS due to volumetric strain.
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seismic velocities. Even with similar fault geometry and fault
displacement, there are some differences in geometry and strain
between the cross sections. These variations are to some degree
due to the differential stresses caused by the movement of the
overburden particles at the top of the model.

3.1.2. Seismic modelling
The density, VP and VS of the model after faulting (Fig. 6) were

used to compute a reflectivity grid with a 0� incident angle. This
reflectivity grid is the input for the seismic imaging simulation. The
PSDM simulator was applied for a 1.5 km thick, sandstone-like
overburden with a VP of 4.0 km/s and VS of 2.4 km/s (Table 2),
and zero-phase Ricker pulses of 10e40 Hz main frequency. The
survey is at sea level and centred above the model, with five shot
lines and nine streamers, a sufficient shot-receivers area to cover
uniformly the entire model. For all the synthetic seismic cubes, the
amplitude has been calibrated such that a reflectivity of intensity 1
corresponds to an amplitude value of 1 on the seismic image.

Fig. 7 presents the PDSM images for the three sections (cross
lines) of Fig. 6 and four wave-frequencies (10, 20, 30 and 40 Hz),
with their corresponding PSDM filters and PSFs. On all images, the
layer interfaces are illuminated. At low wave frequency (10 Hz,
Fig. 7), only the bottom reflectors corresponding to the bottom
shale layer are offset. At y ¼ 1025 m, however, the positive ampli-
tude top reflector is offset. This is explained by higher fault defor-
mation at this location (Fig. 6a). No further details can be extracted
from these images to help identifying the fault volume. At 20 Hz
more details are visible, and the reflectors are more distorted
(Fig. 7). The geometry of the reflectors is more complex and the
fault interpretation is not straightforward. At 30 Hz, the reflectors
thin and are more irregular in the fault zone, especially towards the
hanging wall (Fig. 7). In some reflectors, there is no clear offset.
Diffractions are present mainly at the bottom of the model close to
the fault, but also at the top, above the shale reflectors. Seismic
amplitudes vary in the cross sections, and higher amplitudes are
visible at y ¼ 375 and 750 m than at y ¼ 1025 m (Fig. 7). At 40 Hz,
the patterns and interactions of the reflectors aremore detailed and
complex. In all sections, almost all reflectors are offset and laterally
distorted, which make harder to interpret the fault. Diffractions are
visible at the top of the model, but also within the fault zone due to
folding. The lateral extent of the fault zone can be estimated better
in the high frequency images. However, defining exact boundaries
is not possible using only the cross-lines. Low frequency data are
more helpful to define the main fault slip plane than higher ones.

Fig. 8 presents three depth slices for wave frequencies from 10 to
40 Hz. At a low frequency of 10 Hz and on all three slices, the fault
appears as a straight narrow zone separating the footwall and
hanging wall. The dip of the fault can be estimated by looking at its
x location, more on the west at the top of the model, and more
towards the east at the centre and bottom of the model. At a higher
frequency of 20 Hz, the fault is not anymore a narrow zone. There is
a complex interaction between the footwall and hanging wall shale
reflectors. At high wave frequencies of 30 and 40 Hz, the lateral
interaction of the reflectors prevents any simple interpretation of
the fault. The extent in x of this overlap is about 100 m at the
bottom to 200 m closer to the top (30e40 Hz, Fig. 8), which cor-
responds to the lateral extent of the fault zone from the DEM
model. Thus, the fault imprint on the seismic image can be further
interpreted by the overlapping and distortion of the reflectors on
depth slices, besides the offset between them on cross lines. This
lateral extent can also be affected by the lateral resolution of the
seismic, which can be estimated by the PSFs at the several fre-
quencies (Fig. 8).

3.1.3. Seismic interpretation
The seismic interpretation workflow contains four steps: 1.

Noise cancellation, 2. Seismic attribute analysis, 3. Geobody
extraction, and 4. Correlation with input properties. Fig. 9a shows



Fig. 7. PSDM seismic images of the 100 m constant fault displacement model for cross lines at (a) y ¼ 1025, (b) y ¼ 750 and (c) y ¼ 375 m. Columns correspond to four wave
frequencies, 10e40 Hz. At the top of each column, the PSDM filter and corresponding PSF are shown.

Fig. 8. PSDM seismic images of the 100 m constant fault displacement model for depth slices at (a) z ¼ �1630, (b) z ¼ �1780 and (c) z ¼ �1930 m. Columns correspond to four wave
frequencies, 10e40 Hz. The corresponding PSFs in depth view are shown on the bottom left corner of the bottom seismic images.
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the application of noise cancellation to the 40 Hz seismic cube.
Whilst our ideal synthetic cube does not present noise, this step
removes the fluctuations along the reflectors (e.g. noise due to the
spherical particles of the DEM), allowing focusing only on the fault
zone. It also removes the main random and coherent noise within
the fault zone without affecting its main imprint.



Fig. 9. Seismic attributes based workflow: (a) Noise cancellation of the 40 Hz seismic cube. (b) Dip, semblance and tensor seismic attributes applied to the noise cancelled cube and
combined in a cyan-magenta-yellow (CMY) colour blending cube. (c) Geobody extraction by applying a fault enhancement to the CMY colour blending cube, defining a fault plane
and combining it with the fault enhancement volume to extract the geobody.
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We ran three attributes on the noise-cancelled cube: dip,
semblance and tensor (Fig. 9b). These attributes help to enhance
the fault zone for further extraction. The dip attribute highlights the
changes of reflector dip within the fault zone. The higher values of
the dip (dark colour in Fig. 9b) show a sub-vertical structure. Some
features away from the fault in the hanging wall are also high-
lighted. The semblance attribute identifies discontinuities in the
reflectors, mainly defining the fault zone and layer interfaces,
although boundary effects are also highlighted (Fig. 9b). The tensor
attribute provides the ability to define the fault area, and since it
follows the local structural gradient, it positively defines the fault
zone (Fig. 9b). To improve the definition of the fault zone, we
combine these three attributes. The cyan-magenta-yellow (CMY)
cube in Fig. 9b is the colour-blending cube of the attributes: dip in
cyan, semblance in magenta and tensor in yellow. The darker the
colour is, the higher is the probability of the fault zone.

The next step is to extract a fault geobody based on this CMY
cube (Fig. 9c). The fault enhancement cube defines the probability
to find a fault within the higher CMY values, which creates a large
and smoothly defined zone. From this cube a one voxel thick fault
plane containing the highest probabilities is extracted (Fig. 9c). The
fault plane and the CMY cube are combined in a “growing” algo-
rithm that detects the high probability voxels around the fault
plane to extract the geobody. This geobody represents the most
probable fault volume based only on the seismic image and the
parameters of the attributes analysis.

Once the fault geobody is extracted, we can qualitatively assess
its accuracy by displaying it back in the seismic and velocity cubes
(Fig. 10a and b). Three techniques are used here: first, we display
the boundaries of the geobody within the property cube; second,
we plot the entire geobody volume back in the cube; and finally we
display the input properties within the geobody (Fig. 10). Plotting
the geobody back in the seismic data (Fig.10a) is a necessary control
of the interpretation workflow. The contours of the geobody show
that the workflow captures the central part of the fault corre-
sponding to the higher distortion of the reflectors. In map view, the
geobody follows the interaction pattern between the footwall and
hanging wall reflectors. However, the lateral extent of the geobody
(about 100 m) corresponds mostly to the highest deformation area
of the fault and not to the entire zone (Fig. 10a). The geobody might
then correspond to the diffraction from the seismic cube, but still
manages to capture the complexity of the fault zone from the
seismic. Having the geobody back in the input velocity cube
(Fig. 10b) is a first qualitative correlation between the seismic data
and the P-wave velocity. The geobody corresponds to the highest
change of velocity of the model, but it does not capture the entire
lateral extent of it (Fig. 10b). In our case, largest changes in VP
indicate faulting, so the geobody is a direct representation of the
fault. When looking at VP displayed back in the geobody (Fig. 10b,
right), we notice that the shape of the geobody is directly linked to
the rock properties within the sequence. The geobody bends to-
wards the footwall (west) where in contact with the shale layer on
the hanging wall, and towards the hanging wall (east) where in
contact with the shale layer on the footwall. This could help
determining the lithology of the section in a layered sequence of
competent and incompetent rock materials.

As a first step towards a more quantitative interpretation, we
plot in Fig. 11 the seismic amplitude versus the volumetric and
shear strain of the DEM for both the entire seismic volume (grey
dots) and the extracted fault geobody (dots colour coded by fault
enhancement) at 40 Hz. For seismic amplitude versus volumetric
strain (Fig. 11a), the seismic volume varies through the entire range
of amplitude values, but is mainly restricted to a volumetric strain
between �0.2 and 0.2 (Fig. 11a). The geobody contains a kernel of
values at low amplitude (�0.15 to 0.15) and volumetric strain (�0.2
to 0.2). This group presents mainly low values of fault



Fig. 10. Geobody in (a) the input seismic cube and (b) the input velocity cube. Left column displays the contours of the geobody, middle column displays the whole geobody, and
right column display the property cube in the geobody volume.

Fig. 11. Seismic amplitude versus volumetric strain (a) and shear strain (b) for the constant fault displacement model. The grey dots correspond to the entire seismic volume. The
dots corresponding to the geobody are colour coded by the fault enhancement attribute (red ¼ high, blue ¼ low). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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enhancement. The other geobody values are spread around this
kernel with larger volumetric strains. Overall, high fault enhance-
ment values correlate with high volumetric strain. Fig. 11b shows
seismic amplitude versus shear strain. Most of the seismic volume
is below a shear strain of 0.4. The geobody spreads out from low
values of amplitude and shear strain to higher values. Below shear
strain values of 0.4 the geobody has mostly low fault enhancement
values. While there is a large variability within the geobody, the
larger values of shear strain correspond almost systematically to
high fault enhancement values.

3.2. Linearly variable fault slip model

3.2.1. Mechanical modelling and property changes
Starting with the same initial assemblage (Fig. 2a), we run a

simulation with linearly variable fault slip along strike (Fig. 1a). At
the end of the simulation, the southern part of the model has no
fault displacement whereas the northern part has 140 m. Fig. 12
shows the geometry, shear and volumetric strain, and property
changes on three east-west cross sections across the model. The
southern cross section (Fig. 12c) has only 36 m of fault displace-
ment. Here the fault zone in the lower part of the sequence dips
west, opposite to the imposed fault boundary. Volumetric strain
showsmainly high dilation and almost no compaction. With higher
displacement (72 m) at the middle of the model (Fig. 12b), the fault
has accumulated enough strain to form a zone 100 m wide with
average dip angle of 75� east. Volumetric strain shows dilation,
especially in the sandstone layers, and more compaction in the
bottom shale layer. At large fault displacement (100 m) on the
northern section (Fig. 12a), the fault has a similar structure than the
constant fault displacement model (Fig. 6), with faulting in lower
layers and folding in upper layers. The shear and volumetric strain
have high values in the lower andmiddle part of the model, but not
in the upper part. Property changes have the same behaviour than
in the constant model: higher compaction in the shale layers and
relatively less changes in seismic velocities compared to the
sandstone layers (Fig. 12).

Fig. 13 shows the geometry and shear strain of three depth slices



Fig. 12. East-west cross sections through the linearly variable fault displacement model at (a) y ¼ 1025, (b) y ¼ 750 and (c) y ¼ 375 m. First column is geometry, Ss ¼ sandstone
and Sh ¼ shale layers, second column is shear strain, third column is volumetric strain, fourth column is density changes and fifth column is VP and VS changes due to volumetric
strain.

Fig. 13. DEM depth slices through the linearly variable fault displacement model at (a)
z ¼ �1630, (b) z ¼ �1780 and (c) z ¼ �1930 m. Left is geometry, Ss ¼ sandstone and
Sh ¼ shale, and right is shear strain.
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across the model. The deepest slice (Fig. 13c) is located close to the
bottom boundary particles, and presents a straight and narrow
(<100m) fault zone that decreases in extent from north to south. In
the middle depth slice (Fig. 13b), the fault zone is wider (~150 m in
the north) and in southern areas slightly curves towards the east
due to the reverse nature of the fault zone at low fault displacement
(Fig. 12c). In the shallowest depth slice (Fig. 13a), folding is more
important and the fault zone is much wider (about 250 m in the
north). On all three slices, high values of shear strain (~2) gives a
good indication of the fault tipline location at about y ¼ 450 m in
the upper slice and y ¼ 200 m in the lower slice (Fig. 12).
3.2.2. Seismic modelling
The density, VP and VS after faulting were used to compute a

reflectivity grid with a 0� incident angle. We used the same over-
burden, zero-phase Ricker pulses and survey geometry than in the
constant fault slip model. Fig. 14 presents the three cross-lines
corresponding to the three sections of Fig. 12, at four wave fre-
quencies from 10 to 40 Hz. At small displacements (Fig. 14c), the
fault does not show in the low frequency images (10 and 20 Hz), as
the displacement is lower than the vertical resolution (50e100 m).
At 30 Hz, we can observe some thinning of the reflectors in the fault
zone. At the top of the model, some fault related diffractions are
visible. At 40 Hz, more diffractions are present and the geometry of
the lower reflectors is defined better. At 36 m fault displacement, it
is difficult to interpret a fault from the cross-lines, as the fault is
almost at the limit of seismic vertical resolution. At higher fault
displacement (72 m, Fig. 14b), all reflectors are folded enough to
suggest a fault zone, at any frequency. At a high wave frequency of
40 Hz, the reflectors closely follow the sandstone-shale interfaces
from the DEM. Fault related diffractions are also muchmore visible.
At large fault displacement (100 m, Fig. 14a), the seismic images
look similar to those of the constant fault model (Fig. 7). At low



Fig. 14. PSDM seismic images of the linearly variable fault displacement model for three cross lines at (a) y ¼ 1025, (b) y ¼ 750 and (c) y ¼ 375 m. Columns correspond to four wave
frequencies, 10e40 Hz. At the top of each column, the PSDM filter and corresponding PSF are shown.
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frequencies of 10e20 Hz, the positive amplitude reflectors are
slightly offset. At high frequencies of 30e40 Hz, there is interaction
between the reflectors from the hanging wall and footwall, and
diffractions associated to the fault are visible.
Fig. 15. PSDM seismic images of the linearly variable fault displacement model for three dep
four wave frequencies, 10e40 Hz. The corresponding PSFs in depth view are shown on the
Depth slices are important to define the width of the fault zone
and the fault tipline. The three depth slices of Fig. 13 are displayed
in Fig. 15 for wave frequencies from 10 to 40 Hz. At the bottom of
the model (Fig. 15c), and only at wave frequencies of 20 Hz and
th slices at (a) z ¼ �1630, (b) z ¼ �1780 and (c) z ¼ �1930 m. Columns correspond to
bottom left corner of the bottom seismic images.
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above, it is possible to identify reflections from the fault zone. These
reflections indicate a straight and narrow fault zone, from 100 to
250 mwide, much as it is depicted by the shear strain at this depth
(Fig. 13c). At 30e40 Hz, it is even possible to follow south the fault
reflections to approximately locate the fault tipline. In the middle
slice (Fig. 15b), we can observe in southern regions the bending of
the fault towards the east (similar to Fig. 13b), but it is harder to
define the fault tipline. The lateral extent of the fault zone can be
estimated by looking at the overlap of opposite phase reflectors
from the hanging wall. This is clearer at high frequencies
(30e40 Hz). In the shallowest slice (Fig. 15a), the bending of the
fault towards the east in southern regions is clear, as well as the
lateral extent of the fault zone. By studying cross-lines and depth
slices, we can extract some information about the fault structure,
although it is not possible to precisely define the boundaries of the
fault zone.

3.2.3. Seismic interpretation
The same noise cancellation step applied to the constant fault

slip model (Fig. 9a) was applied to the 40 Hz seismic cube of the
variable fault slip model. Seismic attribute analyses were then run
on this noise free cube. Dip, semblance and tensor attributes with
Fig. 16. Seismic attributes analysis based on a 40 Hz seismic noise cancelled cube of the
combined in a CMY colour blending cube. (b) Extracted geobody back in seismic cube, usin
velocity cube, using contours and displaying property within geobody.

Fig. 17. Seismic amplitude versus volumetric strain (a) and shear strain (b) for the linearly va
The dots corresponding to the geobody are colour coded by the fault enhancement attribut
legend, the reader is referred to the web version of this article.)
the same conditions than those for the constant fault slip model,
were applied to the variable fault slip model (Fig. 16a). The dip
attribute captures a lot of dip variations in the upper part of the
hanging wall, most probably induced by the overburden effect. The
semblance attribute highlights the fault zone as well as the layer
interfaces and the overburden and bottom areas. Only the tensor
attributes captures just the principal structural changes associated
to the fault (Fig. 16a). Darker colours in The CMY colour blending
cube are centred on the fault zone as well as on the overburden
(Fig. 16a).

The geobody was then extracted using the same methods as in
the constant fault slip model. The geobody is displayed back in the
seismic data (Fig. 16b) and in the P-wave velocity cube (Fig. 16c).
The geobody's contours in the seismic show that the overburden
and bottom boundaries are part of the geobody. These parts are
taken away in order to focus only on the fault zone (In geobody,
Fig.16bec). The extracted geobody has larger lateral extent at larger
fault displacements towards the north. The contours of the geobody
follow the reflectors offsets and capture the reflectors distortion/
interaction in the fault zone, highlighting its complexity (Fig. 16b).
The delineation of the fault tipline, towards the southern end of the
geobody corresponds to y ¼ 240 m and 23 m fault displacement in
linearly variable fault displacement model: (a) Dip, semblance and tensor attributes
g contours and displaying seismic data within geobody. (c) Extracted geobody back in

riable fault displacement model. The grey dots correspond to the entire seismic volume.
e (red ¼ high, blue ¼ low). (For interpretation of the references to colour in this figure
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the lower part of the geobody, and y ¼ 470 m and 45 m fault
displacement in the upper part, which is fitting the observations
from the DEM depth slices (Fig. 13). This means that at 40 Hz, the
interpretation workflow takes into account reflectors dipping and
thinned towards the fault zone (Fig. 14c). The geobody's contours
back into the P-wave velocity cube show that the geobody captures
most changes in velocity (Fig. 16c). As in the constant fault slip
model, there are protuberances of the geobody away from the shale
layers in both the footwall and hanging wall, which can help
interpreting lithology from seismic.

Fig. 17 shows seismic amplitude versus volumetric and shear
strain. The distribution of the entire seismic volume is similar to the
one from the constant fault displacement model. For seismic
amplitude versus volumetric strain (Fig. 17a), most of the strain
values are between �0.2 and 0.2. The geobody presents an
ellipsoid-shaped kernel of low fault enhancement values for low
values of amplitude and volumetric strain. Fault enhancement
values increase concentrically around this low probability kernel,
where high fault enhancement values correspond to large volu-
metric strains. In the seismic amplitude versus shear strain graph
(Fig. 17b), some of the geobody values plot along shear strain ~0 for
the full range of amplitude values. Here the fault enhancement
values are low, although there are some high values around
0 amplitude (Fig. 17b). From this low shear strain, the geobody
spreads upwards for larger values of shear strain (Fig. 17b). Large
values of shear strain, i.e., >0.4, present exclusively high fault
enhancement. This large fault enhancement values are mostly
concentrated around low seismic amplitudes (�0.2 to 0.2, Fig. 17b),
which is explained by the fact that the fault zone is characterised by
offset of the reflectors and low amplitudes. In comparison to the
constant fault slip model (Fig.11b), fewer high shear strain values in
the seismic volume are not included in the geobody (Fig. 17b),
which suggests a stronger correlation between the fault enhance-
ment attribute and shear strain.

4. Discussion and conclusions

Wehave presented a synthetic methodology to study the impact
of 3D fault zone architecture and properties on seismic images and
their interpretation (Fig. 1). Fault models were simulated with a
DEM (Fig. 1a), which allowed us to study faulting and associated
deformation at large scale and the impact on fault deformation of
parameters such as rock competence, overburden stress and fault
displacement gradients along strike. Themethod does not intend to
reproduce specific outcrops, but rather produce analogue fault
geometries and strain fields that could be encountered in subsur-
face siliclastic reservoirs. A simple calibration phase was run in
order to define assemblages with bulk frictional properties similar
to those of sandstone and shale. The main controlling particle
parameter on the bulk competence of these rock materials is the
interparticle friction (Table 1). Simple, empirical relationships were
used to modify the initial properties of the rock materials due to
volumetric strain (Figs. 1b and 5). These are clearly a first order
approximation, but given the complexity of the problem and the
issues with upscaling, they are a reasonable way to transfer the
information from the DEM to a reflectivity cube. Computing limi-
tations make the particles in our DEM models quite large (Table 1).
This has impact on the resolution of the model and the simulated
fault architecture. Botter et al. (2014) show that smaller particles
result in better definition of fault segments and fault architecture.
This can be very important for defining high strain areas, for
example the fault tipline in the variable fault displacement model
(Fig. 13).

All the seismic imaging and interpretation are dependent on the
quality of our fault models. By using the DEM modelling and the
simple empirical laws to change the elastic properties (Fig. 5), we
are limited in the outcome of our fault models, and we obtain
models that are a representation of faulting influenced by fault-
propagation folding. Maximum fault throws can be observed at
the base of the model, and widening of the fault zone and folding in
the upper layers (Figs. 6 and 12). The shear strain shows that, as the
amount of fault displacement increases, the fault propagates up-
ward and displaces the upper layers (Figs. 6a and 12a). However,
this displacement is not uniform in the constant displacement
model along strike, which can be explained by the mechanical
contrasts in the layers and by the non-uniform distribution of the
overburden particles at the end of the simulation (Fig. 6). These
results, even though at different scale and in 3D, are in line with the
analogue experiments ofWithjack et al. (1990), where force folding
in wet clay models widens upwards and secondary faults form,
even if the main faults have not breached into the shallower part of
the model. The resolution of our DEM models does not allow us,
however, to identify secondary faults and fractures. DEM simula-
tions by Finch et al. (2004) in extensional settings show hanging
wall synclines and footwall anticlines adjacent to the fault that can
also be observed in our models. Moreover, they show that the fault
zone width is controlled by the strength of the material and the
fault dip angle, and that for layered sequences, there is earlier
faulting in the more competent layers than in the weaker ones. Our
fault models also show similarities to seismic scale outcrops. The
Big Brushy Canyon monocline, Sierra Del Carmen, Texas (Ferrill
et al., 2005), is an example of a fault-propagation fold with a
normal fault of maximum displacement 100e500 m over 10 km,
with a base clay-rich layer displaced and thinned, and two over-
lying limestone units that are folded and not uniformly faulted. The
high dip angle fault (>75�) does not breach the upper limestone
unit (Ferrill et al., 2005, 2007). 2D finite element models of this
outcrop (Smart et al., 2009) provide much more details about the
strain distribution than our fault models (Figs. 6 and 12), but our
models are in 3D and present also a variation of fault displacement
along the strike. Another example is the seismic-scale Hadahid
fault system in Western Sinai, Egypt (Lewis et al., 2015). Here, a
30 km long, NW-SE trending, W dipping basin-bounding normal
fault system exhibits a large-scale monocline, which in some areas
is breached by the fault system and in others is not. Trishear
modelling of the monocline shows that fault displacement varies
from 800 to 200 m along strike (Cardozo et al., 2011). We can also
point similarities of our models to the Smørbukk field area, Halten
Terrace, Mid-Norway, where a monocline above a basement-
involved normal fault dying out along strike is clearly imaged in
3D seismic (Corfield and Sharp, 2000).

The PSDM simulator was applied to the two derived reflectivity
grids (Fig. 1c). Only the impact of wave frequency on the resultant
seismic image is presented here. All other parameters, such as the
survey type, wave type, background media, illumination direction,
and overburden, which can have a large impact on the images, were
kept constant. These parameters are worth exploring within the
same framework. The wave frequencies used are representative of
reservoir depths, but frequencies higher than 30 Hz can sometimes
be harder to obtain in reservoir exploration. In general, the lower
the wave frequency, the higher the tendency to image the fault as a
surface. Fault related diffractions are present at high frequencies of
30e40 Hz. These, together with the distortion and interaction of
reflectors in the fault zone, allow approximately defining the fault
architecture, especially by combining cross lines and depth slices.

Seismic interpretation (Fig. 1d) relies on tools usually applied to
post-stack seismic data (Chopra and Marfurt, 2005), which can
contain more noise. Our simple models may not be applicable to
these cases. The seismic data usually available to the interpreter is
the stacked-data volume. In this situation, it is considered that each
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stacked trace exhibits the same reflection character as that of a
single source-receiver pair with no offset. In our 0� incident angle
PSDM seismic cubes, the offset is null. We can therefore apply all
structural and orientation seismic attributes (dip, tensor and
semblance) to the fault characterisation. This makes our workflow
adaptable to real seismic data. Chopra and Marfurt (2005) show
that multiple attributes analyses need to be used carefully, such as
the choice of attributes is independent of one another. The dip and
tensor attributes are not independent, as the dip is based on tensor
gradient computations, however the information displayed by the
dip and the tensor attributes is different (dip shows reflector angle,
tensor shows variability in reflector orientation), resulting in the
tensor attribute helping to refine the definition of the fault zone
(Figs. 9 and 16). By limiting our choice to three attributes, we target
the necessary aspects of seismic for fault characterisation, such as
dip, structural changes and variations of the reflectors amplitude.
This choice is also based on the combination of seismic attributes
usually applied to real seismic data for fault identification (e.g.,
Chopra and Marfurt, 2005; Dutzer et al., 2010; Iacopini and Butler,
2011; Iacopini et al., 2012, 2016). The seismic interpretation work-
flow is very much dependent on the quality of the PSDM cubes. By
using the same attribute combination on the twomodels, we obtain
different fault geobodies, one capturing only the inner fault zone
(constant fault slip model, Fig. 10), and another capturing features
outside the fault zone (variable fault slip model, Fig. 16). This is
mainly due to the higher strains present in the variable fault slip
model away from the fault zone. Thus during interpretation, one
needs to fine-tune the attribute configuration in order to capture
either the inner fault related features or the more extensive fault
associated deformation. However, seismic attributes can enhance
subtle noise, therefore, to expand the application of this visual-
isation workflow to real datasets, one needs to be familiar with the
acquisition and processing steps applied to the seismic data and
with the assumptions behind the attributes in order to avoid pitfalls
in the structural interpretation (Marfurt and Alves, 2015).

Relating seismic amplitude in the geobody to the DEM derived
strains is an important step for understanding the fault internal
properties (Fig. 1e). Although the geobody captures a large range of
volumetric and shear strains (Figs. 11 and 17), the higher proba-
bilities to get a fault (high fault enhancement values) correspond
mostly to the larger strains. This does not help, however, to retrieve
directly the strain from the amplitude values, as an amplitude value
can be associated to different levels of strain. Figs. 11 and 17 are just
proxies for the distribution of rock properties in the fault zone.
With only these data available, an interpreter cannot invert directly
the seismic data for petrophysical properties or facies studies.
Studies investigating the trapping potential of fault-related-folds
do not use only seismic data. Kostenko et al. (2008) show an
exceptional example combining seismic, well log and dipmeter
data, and geological restoration to determine the actual trap ge-
ometry and fault sealing capabilities of a thrust related anticline in
the Niger Delta. Dutzer et al. (2010) propose a visualisation of fault
sealing mapped on 3D fault volumes of an underground gas storage
field. They use seismic attributes constrained to abundant well log
data. Thus, in order to find a relation between the fault damage
mapped in seismic and the actual rock properties, one would need
more information from well data, localised seismic surveys, and
probably seismic inversions.

Compared to our previous work in 2D (Botter et al., 2014), the
3D workflow presented here is more advanced, exploring different
aspects of 3D mechanical and seismic modelling, and seismic
interpretation. Sensitivity analysis of the impact of seismic wave
frequency gives unique information on how the fault architecture
can be perceived at different seismic resolutions. At low fre-
quencies, the fault is a surface-like feature. At higher frequencies,
the fault looks more like a volume. The seismic attribute study and
fault geobody extraction are a proof of concept of the interpretation
workflow, besides giving guidelines to the interpreter for fault
characterisation. Although we cannot directly relate the seismic
data to the fault properties, we can use the seismic attributes (e.g.
fault enhancement) to reasonably define the fault architecture, and
approximately predict the distribution of rock properties within
the fault zone. Our seismic attribute study is complementary to
those of Dutzer et al. (2010), Iacopini and Butler (2011) and Iacopini
et al. (2012, 2016). The application of the fault-volume extraction
workflow to our synthetic models is a proof of concept of the
attribute-based methods for identifying faults and fault-related
deformations. Dutzer et al. (2010) constrain their interpretation
towell-log data, Iacopini and Butler (2011) and Iacopini et al. (2012)
to outcrop analogues, and Iacopini et al. (2016) use the correlation
of attributes to define clusters and perform an unsupervised
seismic facies classification. Our workflow goes further by relating
the seismic amplitude to the distribution of elastic rock properties
or finite strains within the input fault models, and truly showing
that the mapped geobody from seismic is not just an artefact, but a
representation of fault damage.

Future work will look at the impact of particle size on the
deformation and resolution of the DEM models, as well as the
introduction of more complex fault geometries such as faults
interacting along strike. In addition, a more accurate study and
application of seismic attributes and their correlation (e.g., Iacopini
et al., 2016) will help to establish a better interpretation routine for
application to real seismic data. We are also working with seismic
imaging simulations of outcrop analogues with well-constrained
fault related deformation and petrophysical properties (e.g.,
Rotevatn and Fossen, 2011).
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